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Individual molecular orbital (MO) contributions to the magnetic shielding of atoms as well as to the nucleus-
independent chemical shifts (NICS) of aromatic compounds can be computed by the widely used gauge-
including atomic orbital (GIAO) method. Detailed analyses of magnetic shielding MO-NICS contributions
provide interpretive insights that complement and extend those given by the localized MO (“dissected NICS”,
LMO-NICS) method. Applications to (#+ 2) m-electron systems, ranging from][annulenes t®, S;, S5,

and NsHe?"™ rings as well as td.n cyclobutadiene, show the extent to which their diatropic character results
from theo framework and from ther orbitals. The diatropicity of both these contributions decreases with the
number of nodes of the wave function around the ring. The highest-energy orbitals can become paratropic.
This is generally the case with tlheorbitals, but is found only for “electron-rich# systems such as sulfur

rings. MO-NICS contributions, which can be interpreted using Londgiickel theory, correlate with inverse

ring size.

Introduction Because these complicating influences are reduced above ring
. - . ) centers, NICS(1) values (i.e., at pantl A away) were
Aromatic”, one of the most used terms in sciedakgscribes recommended as being better measureseffects than NICS-
molecules that benefit energetically from the presence of cyclic (0) (i.e., in ring centers}1° For planar systems, it is straight-
or spherical electron delocalization in closed circuits of mobile onyard to separate the NICS contributions of theystem from
electrons The ring currents generated in such molecules by thage of the rest of the molecule. This more refined alternative,
an external magnetic field result in special properties such as«jissected NICS.” was introduced in 19%7By employing the
“e_rxalted" magnet|c_suscept|b|llt|ésand NMR chemu:al shlft§ decomposition inherent in the IGLO (individual gauge for
displaced from their normal rangé8.Such special magnetic  |ocalized orbitals) methdd together with Pipek Mezey local-
influences typically are especially large inside aromatic cyclic ization12 the total shieldings are dissected into individual
or cage molecules. Therefore, Schleyer étmbposed the NICS contributions from each localized molecular orbital (LMO).

method in 1996. NICS is the negative of the magnetic shielding, These | MOSs generally correspond to individual chemical bonds.
a well-defined property of electronic systems. At positions g, example, ther contributions of planar arenes can be

reasonably distgnt fro? the mc;llecqle,”th_is quantity can be separated from the and other contributions. Such sets of related
accessed experimentally by a chemically inert .probe atom at , hials also can be refined togetAét* Statistical analyses have
the place where NICS is calculated. Such experiments are wellg,,vn NICS of related series of molecules to be a better

known f_or f#”elrden?s usinﬁHe nl:c'eim At very IO\r/]v tgmﬁper-d measure of aromaticity than total NICS(1) or NICSt®PDther
aturle.s, Lt)s o‘; aiso be pf033| eto f,“e?‘SUfg P ﬁ’s'z. recent studies of magnetic properties include current-density
ir;]li/%ﬁ/':d (r)r\lla? tbz fgstl(;T g an aromatic ring, butthe distances |16 the anisotropy of the current-induced density (ACID),

, y be ge. o ~and aromatic ring current shieldings (ARCS}?
. Being based directly on C.yC“C elect.ron delocalization, Wh'Ch. We now discuss contributions of single molecular orbitals
is the essence of aromaticity, NICS is an absolute measure iny, NICS, which can be accessed using the GiA@chnique.
the sense of not requiring reference standards for its quantlﬁca--l-hiS new refinement, “MO-NICS analysis”, provides comple-
tion. mentary insightg122In view of the large number of chemical

However, NICS does not depend purely on theystem but  gpjft calculations using GIAO, decomposition into underlined
also on other magnetic shielding contributions due to local \o contributions will provide many useful resufts.

circulations of electrons in bonds, lone pairs, and atom cores.

- - - - Theoretical Basis of the Analysis
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TABLE 1: MO NICS Individual Contributions of Low-Energy ¢ and & Orbitals with Index k& NICS, NICS,, and LMO-NICS
Contributions of ¢ C—C, S—S, N—N, and C—H Bonds as Well as Lone Pairs (LP) (ppm)

MO-NICS (GIAO)

LMO-NICS (IGLO)

k=0 k==+1 k=42 NICS,¢ NICS, o framework
b o 4 o T o T IGLO GIAO IGLO GIAO oinring C—H/LP
CaH3" —25.5 —-31.3 —6.9 -21.1 -21.1 —26.0 -31.3 +4.1 -3.1
CyHAt —20.0 —25.3 —-3.7 +16.9 +17.2 -20.1 —25.3 +9.3 -0.1
C4H4 —-17.8 —23.8 —2.6 +25.2 +26.7 +27.3 +4.4 +1.4 +5.8/6.2 -0.3
CqH2 —-17.7 —-21.0 —-5.2 —-2.0 —-19.9 —15.5 —26.4 —-25.0 +2.4 -0.6
CsHs™ —12.6 —18.9 —3.8 —3.4 —14.3 —-12.3 —22.2 —25.7 +2.2 -05
CeHe -8.9 —-15.2 —-3.6 -5.1 —-8.4 —-7.2 —-20.4 —25.4 +2.5 -0.2
C/H;* —-6.1 —-11.2 —3.6 —5.5 —6.4 —5.2 -17.5 —22.2 +1.9 -0.2
CgHg?t —4.4 —8.4 —-3.4 -5.5 -6.9 -6.3 -15.0 -18.9 +1.2 -0.1
CgHg?™ —4.3 —8.5 -3.1 —4.8 —2.4 -1.8 —-14.4 —-13.2 —18.8 —-21.7 +0.9 -0.2
CioH10 -3.0 -5.8 —-2.6 —4.4 -2.1 -3.1 —-14.0 -13.0 -18.0 -20.8 +0.6 -0.1
S: —-16.7 —26.3 -1.8 +7.4 —45.6 —45.3 —-10.5 —-115 —9.4 —-25
S —6.6 -10.3 -3.8 -5.5 -2.3 +5.3 —-15.1 —-13.6 -10.0 -10.7 —-0.2 -1.0
NeHg?" —8.5 —13.0 —3.4 —5.9 —2.2 +1.0 —18.7 —-17.0 —-19.4 —22.8 +10.8 —8.8

aNumber of nodes around the ring; see e§ All geometries havé,, symmetry except 4. All structures are minima except 1o, S, and

NsHs?. ¢ Total NICS given by GIAO and IGLO. The other values constitute only part of the contributions to these totals. For IGLO, the core

contributions are not given. For GIAO, many other MO contributions are not given. (See Figure 1.)

In these calculations, except for those with hybrid functionals here specifically implemented in MAG-ReSpéEResults are
in some implementations, the coupling of the magnetic field compared with the GIAO implementation of AGFand details
with the potential of the molecule is neglected, and the wave of the comparison are given as Supporting Information.

function in the presence of an external magnetic fiBlds
computed as a first-order perturbed quarttity.

The theoretical formulation of DFT-NMR calculations, orig-
inating with Bieger et atland Friedrich et al? starts from
general quantum electrodynamic (QED) Ketham-like equa-

Other computer programs employing the popular GIAO
method can be similarly implemented with MO-NICS. Total
NICS (or any other chemical shift or shielding value) are
separated into contributions from the individual canonical (rather
than localized) molecular orbitals. Whereas the total NICS and

tions. They made the same assumptions to current-densitythe totalzr contributions of a planar arene are, in principle, the

functional theory® as Kohn and Sham did starting from DFT
in the HohenbergKohn formulation**3*Within the framework
of this theory, the current densifyis expressed as an orbital-
dependent quantity

- i ingin Mg 1 - .
J(V)=an %(l//kvy,k_l//kvy,k)_; Ay, (1)
%
(I) (I1)

ng denotes the occupation numbkis the orbital indexA is
the vector potentialc is the speed of light, angy is the
molecular orbital. Term (Il) of the sum is zero if no magnetic

field is applied. In the presence of a magnetic field, this term is
called the diamagnetic contribution, and term (1) describes the
paramagnetic_contribution to the current density. The total

current density is a sum over the contributions of all occupied
orbitalsjk. Each contributionjy is directly related to a molecular

orbital 1. A gauge transformation applied to this expression
would shift contributions from the paramagnetic to the diamag-
netic part or vice versa but would not change the orbital

contribution ofjy.

The current density is used to calculate the shielding tensor

using Biot-Savart's law. Details are given in Appendix I.

Hence, the shielding tensor is calculated for each orbita
contribution separately, and the sum of all orbital contributions

gives the shielding tensor.

Technical Details of the Computations

Geometries, constrained @n, symmetry except foDa,
C4H4, were optimized at the B3LYP/6-31G* level using
Gaussian 98° All structures except §442", CioH10, and S are

same as LMO-NIC3? MO-NICS gives the contributions of
eachrr MO separately. This has interpretive advantages in many
cases.

Results and Discussion

x System.Table 1 shows that the NICS contributiodys (k
=0, +1,...) from the lowest-energy MOs (k = 0) are the
largest. These fall off sharply for the higher degenerate sets of
z MOs for the Hickel annulenes with more than one occupied
7 MO: (C4H42_, CsHs—, CgHe, C7H7+, CgH82+, Cgng_, and
Ci0H10). The corresponding MOs and the orbital energies and
NICS contributions are shown in Figure 1 for four of those
species.

The detailed behavior of the data of Table 1 and Figure 1
can be rationalized by the Londemlickel model, where the
ring current susceptibilityf of a ring 7 orbital y is given by
eq 2 (see, for example, ref 41)

T erCC)2 2 27k _
X"_(th n"cos—_ fork=0,+1, ... (2)

wheren is the number of ring atoms amdc is the C-C bond
length. The equation for Hikel orbital energies (eq 3) (see,

| for example, ref 42) is similar, and each energy, has the

same dependence on the number of ndkless the ring-current
susceptibility:
€k:(1—2ﬂCOSZ7tTk k=0,£1,+£2, ... 3)

The lowest-energy orbital (witk= 0 in eq 1) has the largest
value ofyg. These values decrease when going to the higher-

local minima on the potential energy surface. Chemical shifts energy orbitalsk = +1,...) and then become negative fé#;

are calculated using KokrSham orbitals (PW91/IGLO-II#}-37
employing the GIAO (gauge-including atomic orbit&lshethod,

> 1/,. Davies called this susceptibility “delocalization suscep-
tibility” in order “to avoid misleading analogies suggested by
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Figure 1. Occupied valence molecular orbitals and their energies in hartrees (in grayfds and in black forr orbitals). MO-NICS contributions
of (a) Den benzene, (bP1on CioH10, (€) Dan CsHs™, and (d)Dsn S; are given in ppm. Note the large paratropic contributions of the higher-energy

o MOs.

the phrase ‘ring current”. The lowest-energyorbital has the

predictions for the largék| values discussed here, the expected

highest degree of delocalization and hence the largest contribu-trend is followed.

tion in the energy criterion and for Londetidickel suscepti-
bilities. This is exactly what is found for MO-NICS in Table 1.
The contribution of the firsit MO always is greater than that
of each MO of the first degenerateset k = +1). The second
set of degenerate MOs in GHg?™ and GoH1o (k = +2) have

even smaller contributions.

Both k = 42 for CgHg?™ and k = +1 for CsHs2
interesting special cases. Becalige= 1/4, the Londonr-Hiickel
susceptibilities ¥;) are expected to vanish. For simple] [
annulenes, the MO-dependent Lonédtiickel susceptibility
xk and the MO contribution of the NIC8 at the ring center
are related byox ~ —y/n3. Indeed, the corresponding MO-
NICS contributions are very small (Table 1). If the next higher
energy set of degenerateMOs>3 were occupied (e.g., ingElz®~
and GHs>"), then even their MO contributions should be

deshielding (paratropic).

are

Aromatic [n] annulenes are well known to have diatropic total
NICS, although the IGLO LMO dissection reveals that some
of the individual contributions (especially those of theCC
bonds) are paratropfl®1443The same is true for MO-NICS,
where the contributions from MOs with no nodes or only a few
nodes around the ring are diatropic but those from orbitals with
more nodes are paratropic. Whereas the trends are the same for
both 0 and # MOs, more o than & orbitals are occupied.
Consequently, the contributions from MOs always are
diatropic (except in molecules with extraelectrons, e.g.,

S;, and NHe?™; see Table 1). This behavior can be rationalized
by simple Hickel theory. The MO energieg(from eq 2 for
cyclic & systems) have the same dependency on the node index
k as the MO susceptibilities (eq 1). The MO susceptibilities
and therefore the MO-NICS are diatropic for bonding MOs,
whereas the orbitals giving paratropic contributions have

Although suchr occupancies are unrealistic for hydrocarbon antibonding Hekel energies (although, as i 8nd S, they
polyanions because of the excessive Coulomb repulsion, neutralcan still be electron binding in full quantum chemistry computa-

isoelectronic analogues (e.qg., g, sulfur clusters with “extra

7 electrons”, § (n = 3 and 5)) confirm these expectations (Table
1). Thek = +1 & orbitals of Dsy, S3 have a paratropic MO-
NICS of +7.4 ppm each. Each of thke = +2 m-orbital
contributions oDsp, S5 is +5.3 ppm. These findings demonstrate
thatsr orbitals of cyclic compounds with (4+ 2) x electrons
are not always diatropic. Even f@g, NgHe?+, a 10s1-electron
molecule isoelectronic togBls*~, thek = £2 7 MOs are slightly
paratropic {1 ppm). Although the quantum chemical results
differ quantitatively from the approximate Londehrliickel

tions). However, their energies are lower in nonplanar geom-
etries where orbital mixing can take place. Hence, such extra
electron (4 + 2) w-electron systems (i.e., ldkel aromatic (4
+ 2) m-electron molecules wittk| > "/, occupied orbitals are
seldom planar because better nonplanar geometries exist, e.g.,
Cs symmetry for § or D3y for NgHg?™). Exceptions arise only
when planarity is inevitable, as in cyclics,Sor is forced by
constraints of ther framework.

NICS of antiaromatic cyclobutadienB4,) is strongly para-
tropic (Table 1); NICS very small*® This can be understood
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using MO-NICS: In GH,, two x orbitals are occupiedthe — . & MO NICS: [k
low-energy orbital and &= 1 orbital. This orbital has a strong ~ -0.2 - . 5 ﬂ” '
paratropic contribution because it has a node through the whole _ _ % . 238 0
molecule and cancels the highly diatropieorbital effect. D37 e — 2 :;i
Nonaromatic planar (Chh rings have been studied with "= %\6 . +74
LMO-NICS and MO-NICS by Moran et al. The contribution 04 | . e
of the w system was found to be negligible, but Walsh and B ;4 35 g
contributions are importait. L L |
Our results seem to contradict those of Steiner, Fowler, and P
co-workerst*4>who show that only the frontier orbitals af] : ?
annulenes exhibit a ring-current density when an external i

magnetic field is applied and that the lower-energy orbitals do
not contribute to the ring current at all. What we calculate here
are not the same quantities: Steiner and Fowler discuss ring-

-17.8 0

current densities parallel to the molecular plane arising from a Figure 2. Occupied valence molecular orbitals and their energies in
hartrees (in gray forr MOs and in black foro orbitals). MO-NICS

perpendicular magnetic field. In contrast, NICS is the trace of
the shielding tensor, which takes into account the magnetic field
applied in all three space directions (see eq 4 in Appendix ).
Indeed, the MO contributions of the frontier orbitals are
dominated by thezcomponent of the shielding tensor, which
arises from a current density in thg plane, and thé&k = 0
orbitals have considerable contributions from all components
of the shielding tensor. The results of MO-NICS and current-
density plots will be compared in more detail in a forthcoming
publication.

o-Framework Contributions to MO-NICS and Ring Size
DependenceFigure 1 shows that the framewoskmolecular
orbitals of annulenes typically have the same symmetry patterns
as therx orbitals (when viewed from the axis normal to the
ring). In particular, note the corresponding shapes ofitlaad
low-energyo framework orbitals; the only major differences
are therx-orbital nodes in they plane.

Like the combinations of the singly occupied AOs in

contributions ofDy, C4H4.
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Figure 3. MO-NICS of the lowest-energy(= 0) o orbitals (red) and
7 orbitals (blue) correlate with the inverse number of ring atotfs,
for [n] annulenes GH1o to CsHs™ from left to right.

Hickel's 7z theory, the lowest-energy valence orbitals are  paratropic depending on the number of nodes around the ring.
composed almost exclusively of C 2s orbitals, one per carbon. As the MOs increase in energy (and the nodal complexity
Consequently, MO-NICS for both sets of MOs are similar: both jncreases), the diatropicity first decreases and then the para-
are always diatropic. This is exemplified by the equivalence of tropjcity increases (Figure 1). Because the rings have a greater
o orbitals 7 (Ag), 8, and 9 (&) of benzene and the corre-  nymper ofo than electrons, higher-energy orbitals with
spondingz orbitals, 17 (A, and the degenerate HOMO, 20 many nodes are occupied. These are paratropic (Figure 1).
and 21 (&g (Figure 1). The energy differences between these | "conirast, the higher-energy paratropicorbitals usually
o andxr MOs as well as their MO-NICS contributions also are ¢ ot gccupied in the typical aromatic molecules because they
similar. Hence, the total NICS of a ring can depend as strongly ..o Hickel antibonding. Consequently, NIC® diatropic for
on the low-energy-framework MOs as on tha MOS0 1 4 5y 1 annulenes. However, the top set ofMOs are

The remaining higher-energy benzene framevv_ork MQS (MO occupied in the extra-electronr(4+ 2) e planar § S, and
10 and higher) are 2s, gpand 2p carbon hybrid orbitals, N2+ species; their paratropic contributions (Figure 1 and

involved with CH as well as with CC bonding. With one  T5pe 1) decrease the NIG® values substantially lower than
exception, there is a clear trend from less diatropic to ever more ihase of the GHs", CsHs~, and GHs counterparts.

pealonc corrbulons wih creesing umbers ofnodes 108 Tne contibuions of bl and = 0 MOS,and erce

. . . ’ . ’ the total NICS diatropicity, fall off with ring size. However,
exception, the highly §ymmetr|cal dlaf[rolmc 'V'O.lf (gInas this effect is counterbalanced to some extent by the greater
six overlapping lobes in the center. With-aromatic” character number of electrons of the larger ringsHG2+ and GHgz~ are

§?g7n?hr:aolgese2;roll\jllg tg:lrln‘%'l:}hzelf\/ltg?Nllgg Igpg]eclgur:;r_part essentially the same size, but the latter is more aromatic because
’ W (3ALy). W it has four morer electrons. Whereas the totalcontributions

energy orbitals of ther framework and of ther system are . . :
related quantitatively for the whole series of rings frogHg" ;:k?ange only modestly In going to t_he larger rings (Table 1),
. . e falloff per ring carbon is apprecialfle.

to CioH10, but ring-size effects are substantiaFor the regular .
Hiickel [n] annulenesgk should be proportional t&,, (see eq 'The MO-NICS and the dissected LMO-NIE?Sneth'ods are
1 and the relation betweerx and oy). Indeed, as shown by nicely comple_mentary. Wh_e_reas the tptal NICS are, in principle,
Figure 3, the MO-NICS contributions by the lowestand the :?eNsl’grge’JS?'&%%’IEEOZ'%%?Zrig:tggfgrigthchiLheg:xzif/r;ngltal
lowestr MOs correlate reciprocally with the ring size. occupied MOs. LMO-NICS gives the individual: CC and
CH as well as the localized contributions: the CH and C&
effects are diatropic, but the C&€contributions are paratropfc.

In summary, the individual MOs of boit framework andr MO-NICS does not differentiate the framework effects but
sets in cyclic aromatic molecules can either be diatropic or provides a detailed analysis of the contributions of each

Conclusions
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canonical molecular orbital. MO-NICS applies well to 3D and Because the shielding tensor is Iinearﬁnonly the linear
“spherical” species, where 2D ring-current models and LMO- terms of these series need to be considered. This leads to a sum
NICS are not adequately informative. Studies of such systemsover all occupied statds
are currently in progress.

Of course, both the MO and LMO decomposition methods B-j,(F)= Z B (Y ® Vil — oV @ Y) —
can be used generally, for example, for the analysis of the origins
of NMR chemical shifts of the constituent atoms in moleciles. 1 -
— (B X T)Y¥ko (4)
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Appendix Orbital Contributions to the Current Density in Current-

Density Functional TheoryCurrent-density functionals are
practically unavailable at present. Therefore, Bieger, Friedrich,
and co-workers’s proposal of an “uncoupled” treatment for DFT
using perturbation theo?¥32is the theoretical basis of all current
applications of DFT-NMR calculations. In this treatment, the
coupling between the molecular orbitals and the first-order

I. MO Analysis of the Magnetic Shielding Tensor. The
Shielding Tensor as a Property of the Current Densiy
external magnetic fiel&, induces a magnetic field at the nuclei
of a sample (solid, ensemble of molecules). This field, acting
on a nucleus at positioR, can be written in the following form:

_ 1 T(?) x (F — ﬁ) 87 — - perturbed wave function is usually neglected.
Boe == ,f—-—"?, d’r + 3 Mg(R)U Because density functional theory is a one-particle theory,
¢ (T—-R the contribution of each single molecular orbital can be accessed

] ) 1 . in eq 4. Hence, it is possible to decompose the shielding tensor
The first term (Biot-Savart's law) comes from the orbital jntg single molecular orbital contributions in a straightforward
current density], and the second term is caused by the a4y Thisis even possible for coupled CDFT if a current-density

magnetization density at the nucleus. The induced fi&d exchange correlation potential would be available.
defines the shielding tensor of nuclelus II. Influence of the Gauge Problem. The shielding tensor
~ must be independent of the gauge origin. However, the number
B c)(k) of basis functions is always limited in actual computations
k) loc/u ) y h " p .
uv _—8(5) Hence, the choice of gauge is a practical problem for the
v

calculation of magnetic propertié%%° Several methods allow
calculations with moderate basis sets at reasonable accuracy.
The gauge-including (in original terminology, gauge-invariant)
atomic orbital (GIAO) method is the most widely applied: the
gauge origin is included explicitly in each basis function. GIAO

. has also been chosen for our analysis because it is the most
(T : Ta* O 1. * convenient way to obtain the orbital contributions to the
()= ané W VY — v V) — (‘:Al/)ka y

In current-density functional theory (CDF,the current
density in the presence of an applied magnetic field has the
form

shielding tensor.
For comparison, we computed orbital contributions to the
and can be written in_a Taylor expansion with respect to the shielding tensor with AD for two molecules, €Hz" and GHe

applied magnetic field: (Tables 2 and 3). The NMR-EPR implementation of the ADF
computer code by G. Schreckenbach provides an excellent
o - _ 8]7(_8’,?) analysis tool for the quite demanding GIAO expressions.
iBN=j(MH+B—="+.... Following the implementation of Schreckenbach and Ziegler,
0B the paramagnetic part has three contributions (given in the same

o ) order as in ref 26): the first arises directly from the GIAO gauge
The current density in a free, closed-shell molecule without t,ansformation. the second describes occupiaetupied con-

an applied external magnetic field is zero, gndanishes. The  yipytions, also induced by the gauge transformation, and the
derivative in the first member of the Taylor expansion is atensor |5t one is the conventional paramagnetic term expressed in

and henceforth will be given as occupied-unoccupied matrix elements. The occupiedcupied
. matrix elements are completely symmetric and hence contribute
- _0j(BT) in equal part to both orbitals.
J1= aé

Supporting Information Available: Decomposition of
In the same way, the molecular orbitals, orbital energies, and diatropic and paratropic contributions of valence orbitals of

Kohn—Sham matrices can be expanded in Taylor series. The CsHa" and GHs. This material is available free of charge via
orbitals can be written as the Internet at http://pubs.acs.org.
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